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Abstract—This paper describes the design, development and testing of an AR system that was developed for aerospace and ground

vehicles to meet stringent accuracy and robustness requirements. The system uses an optical see-through HMD, and thus requires

extremely low latency, high tracking accuracy and precision alignment and calibration of all subsystems in order to avoid

mis-registration and “swim”. The paper focuses on the optical/inertial hybrid tracking system and describes novel solutions to the

challenges with the optics, algorithms, synchronization, and alignment with the vehicle and HMD systems. Tracker accuracy is

presented with simulation results to predict the registration accuracy. A car test is used to create a through-the-eyepiece video

demonstrating well-registered augmentations of the road and nearby structures while driving. Finally, a detailed covariance analysis of

AR registration error is derived.

Index Terms—Inertial, augmented reality, calibration, registration, hybrid tracking, see through HMD, image processing, sensor fusion

Ç

1 INTRODUCTION

RECENTLY there is an explosion of interest in Augmented
Reality well beyond the research community. The pop-

ular press has adopted the vision of the pioneering research-
ers, in which AR will become an indispensable tool to
augment human performance by providing enhanced situa-
tional awareness and visual guidance to complete tasks
quickly and accurately without advance training.

For the past several years it seemed that the early focus
on HMD-based AR had largely given way to tablet and
phone AR, as the devices became widely available to con-
sumers and advertisers saw the novelty of simple video AR
as a way to reach them. However, with the advent of Google
Glass and many other new see-through HMDs, there is a
resurgence of interest in the original wearable AR para-
digm, which in some sense can be considered the holy grail
of AR because it leaves the user’s hands free and can pro-
vide an always-on information display that is ready to pro-
vide augmentations quickly when they are needed.

With this renewed interest in HMDs comes a return to
the thorny challenges that consumed researchers in the ear-
lier years, mainly optical technologies to produce small
comfortable HMDs with sufficient FOV, and head-tracking
that can produce convincing spatio-temporal registration of
augmentations to their corresponding physical objects in
unprepared real-world environments (e.g., [3], [12], [18],
[19], [21]). It is possible that AR will not achieve really wide-
spread adoption until the registration appears “rock solid”
with no noticeable “swim” [3]. There has been tremendous
progress in vision-based tracking over the years. The ability

to operate without markers has been demonstrated in many
indoor and outdoor environments at impressive scale [12],
[15], [18], and for video-see-through AR (such as tablets and
phones) vision-based techniques also produce rock-solid
registration with no noticeable swim or mis-registration.
However optical see-through registration is a much harder
problem because the view of the physical world cannot be
delayed to match the view of the virtual augmentations,
and the alignment cannot be simply matched up in a video
image, which puts a much greater demand on absolute 6-
DOF pose accuracy and relative calibration accuracy of the
tracker to the display.

One of the main contributions of this paper is to describe
the engineering of a system that achieves excellent spatio-
temporal registration for a see-through HMD. The second
main contribution is to describe the system architecture,
motion-tracking algorithms, and harmonization techniques
necessary to implement a precision AR system in a moving
vehicle. The vast majority of AR tracking and computer
vision papers focus on the grand challenge of markerless
tracking for walking users in various indoor and outdoor
environments. Indeed there are many important applica-
tions for users on foot and this problem absolutely needs to
be solved. However, there are compelling applications for
AR in various kinds of aircraft and ground vehicles as well.
In fact, the very earliest head-tracked see-through HMDs
were used on aircraft decades before the term “AR” was
coined [11]. Vision-based tracking on vehicles presents very
different challenges than for normal ground-based AR. The
immediate visual surroundings are the interior of the vehi-
cle, where use of markers may be perfectly practical. How-
ever, these markers (or any other visual features in the
vehicle) are moving relative to the world frame where aug-
mentations need to be stabilized, thus requiring careful
engineering to track the vehicle, and the head relative to
the vehicle, and combine it all with sufficient accuracy to
achieve convincing optical see-through registration.
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The remainder of the paper is structured as follows.
Section 2 presents the overall system architecture and
design, including new algorithms that were developed to
fuse inertial sensors that measure the head rotation relative
to an inertial world-frame with optical corrections relative
to a moving vehicle frame. Section 3 presents results from
a very comprehensive model-based simulation of the
hybrid tracking system, accounting for all errors from the
tracking system and the harmonization process. Section 4
presents a validation experiment in an actual vehicle using
a through-the-HMD video to demonstrate that the pre-
dicted registration results are achieved in practice. Section 5
is a statistical analysis of the registration error of the entire
system including alignment errors between the HMD,
head-tracker, fiducial constellation, and vehicle-mounted
inertial navigation system (INS). Section 6 is the conclusion
and discussion.

1.1 Previous Work

Many previous papers have addressed AR systems and
tracking technologies for non-vehicular applications [12],
[21]. Ferrin [6] surveys the variety of head-trackers that
were in use on airplanes prior to 1991, which were mostly
mechanical, optical and magnetic. Each type of head
tracking technology has been demonstrated to feature its
own set of strengths and weaknesses. Mechanical linkages
are highly accurate but large and cumbersome [22]. Out-
side-in optical trackers can be compelling, but the installa-
tion of additional electronics (i.e., cameras) in a cockpit
adds undesirable cost and complexity [8], [23]. Finally,
magnetic systems are highly susceptible to electromag-
netic interference. This makes their use particularly prob-
lematic in helicopters and other environments where the
magnetic field might change. We chose to pursue hybrid
optical-inertial technology in an attempt to minimize the
aforementioned limitations knowing that aircraft rotation
would add algorithmic complexity with the use of head
worn inertial sensors.

We described a hybrid inertial helmet tracker for aircraft
in [9], adding an inside-outside-in optical component to it
in [8]. However the present system is descended much
more closely from the InterSense IS-1200 VisTracker [7].
InterSense was acquired by Thales Visionix, and a signifi-
cant effort has since been deployed to develop a much more
robust version of the VisTracker called Hybid Optical-based
Inertial Tracker (HObIT) for vehicular AR applications. A
non-technical overview of the HObIT was provided in [1].
This is an extended version of our ISMAR paper [10], which
describes the tracking algorithms in detail, including a new
“auto-harmonization” approach for determining the precise
alignment of the fiducial constellation to the vehicle inertial
navigation system. It also describes a new fully integrated
AR system that allows us to produce video of the augmen-
tation of objects on or near the road in order to judge
registration accuracy. This paper extends [10] by adding an
analysis of the total system registration error budget,
including the effects of mis-calibration in each subsystem.
We derive the covariance matrix for the calibration errors in
display frame as a function of covariances of both dynamic
tracking errors and static but random calibration and align-
ment errors, accounting for the correlations that arise from

a user-calibration process called boresighting. The approach
can be adopted by others to quantify or predict registration
error of AR systems that involve HMD calibration to align
display optics and sensors.

2 DESIGN AND ALGORITHMS

2.1 System Architecture

The system used to produce the AR video in Section 5 is
the “Scorpion” head-mounted display. As shown in Fig. 1,
the Scorpion includes a ruggedized image generator and
control unit which is mounted in the cockpit, as well as a
display pod mounted on the helmet, plus the new HObIT
head-tracker. The system was designed for use in military
and civilian aircraft, and to improve the rate of adoption it
was designed to be compatible with as many types of exist-
ing aircraft-installed equipment as possible. To make it
compatible with different types of mission computer (MC)
that may already be present in aircraft, the Scorpion dis-
play system implements only the generic head-tracking,
rendering and display functions that are common to all
vehicular AR systems, and none of the mission-specific
functions such as targeting, cueing, enhanced vision or
synthetic vision. The MC defines and downloads to the
Scorpion image generator an arbitrary set of “symbols”,
which may include any 2D or 3D shapes involving line
segments of any color or thickness and/or bitmaps. Each
symbol may be specified by the MC to be ground-stabi-
lized or head-stabilized or vehicle-stabilized. Once the
symbols are downloaded, the Scorpion image generator
renders them repeatedly at a 100 Hz HMD refresh rate,
using new HObIT head-tracker data and new vehicle INS
data for each frame.

The most important advantage of the new Hybrid
Optical-based Inertial Tracker (HObIT) which is replacing a
magnetic tracker in the Scorpion system is that it involves
no cockpit-installed active devices (such as a magnetic
source or optical cameras). Instead, all the inertial and opti-
cal sensors are in the self-contained HObIT sensor mounted
on the helmet, which communicates to the cockpit-mounted
Scorpion control unit through the same Helmet-Vehicle
Interface (HVI) cable as the display pod. The only other
parts are some peel-and-stick fiducial stickers that are
placed on the canopy over the pilot or driver’s head.

2.2 Optics and Image Processing

The biggest challenges for designing a version of the IS-1200
VisTracker for aircraft were in optics. We needed a very
wide field fisheye lens because the camera is only about

Fig. 1. Overall system architecture.

1324 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 21, NO. 12, DECEMBER 2015



5-10 cm from the aircraft canopy. After extensive testing we
found a lens that we were able to then optimize for good
clear imaging at close range throughout a 140 degree FOV.
Because the camera points straight up, the sun can be directly
in the FOV, which makes for some very difficult dynamic
range problems (see Fig. 2). Initially we tried to overcome
this by using fiducials that get brighter proportionally when
backlit by the sun. This worked very well in daylight, but in
order to use them at night we added an illuminator and
found we could not get sufficient brightness using wave-
lengths compatible with night vision goggles (NVGs).

We solved this problem by using retro-reflective stickers
to overcome the inverse square loss from diffuse fiducials
and return as much of the illumination to the lens as possi-
ble (Fig. 3). With retro-reflectors, we could illuminate the
fiducials with NVG-compatible wavelengths and obtain
high read rate throughout the wide FOV. This brought us
back to the problem of fiducial readability in direct sun-
light. Even with a tight bandpass filter installed behind the
lens, the sun would bloom in the image whenever it was
directly in view. We had to lower the exposure from our
lowest usable setting of 1 millisecond to well below 50
microseconds in order to reject a satisfactory amount of
sunlight. We were finally able to meet our design objec-
tives of sunlight readability and NVG-compatibility with a
unique illuminator design.

The image processing algorithms were developed and
tested in the Mathworks Simulink development environ-
ment. The final “C” code was automatically generated and
linked into our existing code running on a 1 GHz ARM pro-
cessor located in the HObIT sensor itself. The tracker is able
to capture and process entire 1,280 � 1,024 pixel images of
fiducials at rates of up to 40 Hz. Fig. 4 below shows the high
fiducial read rate of the HObIT tracker. By illuminating
retro-reflective targets directly we avoid problems caused by
ambient lighting such as shadows or sub-optimal exposures.

2.3 Camera Calibration, Fiducial Mapping and
Vehicle Harmonization

2.3.1 Camera Calibration

The intrinsic distortion parameters of the HObIT’s fisheye
lens are calibrated by taking about 40 images of the three-
walled fiducial-clad calibration fixture shown in Fig. 4.
A modified version of the Caltech calibration toolbox has
been adapted to fit an appropriate set of distortion parame-
ters to model the lens with improved accuracy.

To solve the extrinsic calibration of the relative pose
between the camera and the NavChipTM inertial measure-
ment unit (IMU) inside the HObIT sensor module, an opti-
cal pose computed for each calibration frame is associated
with a simultaneous pitch and roll measurement computed
from the NavChip’s sensors by an attitude and heading ref-
erence system (AHRS) algorithm. An optimization algo-
rithm seeks the extrinsic parameters that cause all the
gravity vectors from the AHRS to align with the downward
direction of the calibration stand when transformed from
the body axes of the IMU to the camera axes by the extrinsic
rotation and then transformed to world frame by the camera
pose rotation (Fig. 5).

2.3.2 Fiducial Auto-Mapping

A custom photogrammetric 3Dmapping tool was developed
to allow field technicians to accurately map a group of fidu-
cials in a few minutes by simply scanning the HObIT sensor
over the fiducial field. The algorithm bootstraps by using
Nister’s five-point algorithm [14] to create an initial recon-
struction from five fiducials found in common between two
views. It then alternates between triangulation to localize
additional points, pose recovery to add additional camera
poses, and bundle adjustment to refine themotion and struc-
ture parameters and discard outliers. The automapper auto-
matically scales the map when the user enters the diameter
of the largest fiducial in the map (it does support mixed
fiducial sizes). After scaling, the reported point tightness val-
ues are typically around 30-70 microns for a 30 cm grid.
To confirm that the self-reported precision values are realis-
tic, we re-mapped the same grid multiple times and wrote a

Fig. 4. Image captured from HObIT camera shows clean separation of
retro-reflector fiducials from background and high fiducial read rate.

Fig. 3. HObIT tracker, retro-reflective fiducials and the InterSense
NavChip inertial measurement unit that’s inside.

sun

Fig. 2. Imaging fiducials with the sun directly behind them.
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point-cloud comparison tool to align the two clouds and
quantify discrepancies. The 1-sigma 3-dimensional error
(root-sum-square of the 1-sigma errors in each axis) was 43.55
microns for the 30 cm constellation shown in Fig. 6, corre-
sponding to accuracy of about 1:7,000 of the extent of the con-
stellation. We have obtained accuracies ranging from 1:5,000
to 1:20,000 for constellations of different sizes.

2.3.3 Vehicle Harmonization

The final and most difficult step of installation is harmoniza-
tion. In general for avionics “harmonization” is the process
of aligning the axes of various aircraft systems with one
another, such as the inertial navigation system, the heads-
up-display (HUD), the HMD tracking system reference, sen-
sor pods or targeting pods, and weapons. We developed a
variety of tools and methods to align the fiducial constella-
tion with the aircraft axes, or more specifically with the plat-
form INS axes since the INS is the reference frame from
which symbol generators are driven. When the aircraft con-
tains a HUD, we assume the HUD is already aligned with
the p-frame of the INS and we use a specially developed tool
containing a collimated optical scope with a HObIT sensor
aligned on top. By pointing the scope at the watermark in the
HUD it can be aligned with the platform x-axis, and at the
same time the HObIT looks up at the fiducials and

determines the pose of the scope relative to n-frame, from
whichwe solve the rotation of the n-framew.r.t. the p-frame.

Unfortunately many aircraft and most ground vehicles
lack aHUD. In those caseswe had to resort to physicallymea-
suring and aligning to multiple reference points on the air-
craft. This process is very cumbersome and time-consuming
because it involves the use of external sighting equipment
and alignment processes that vary from platform to platform.
Additionally, observable reference points on an aircraft are
rarely well aligned to the aircraft’s internal navigation sys-
tem. This makes the manual alignment process almost
impossible to perform with sufficient accuracy. The follow-
ing sections will outline a solution we developedwhich elim-
inates the process and greatly improves accuracy.

2.4 Tracking, Auto-Harmonization and Delay
Estimation Algorithms

Fig. 7 above illustrates the use of the Scorpion system in a
cockpit as well as the five associated coordinate frames that
are shown in Table 1. Vectors are denoted by lowercase

Fig. 6. Screenshots from the auto-mapping tool. Right image shows how
normal vectors are automatically computed by finding the locations of
the three “eyes” in each fiducial and calculating the cross product.

Fig. 7. Illustration of a fighter jet cockpit with coordinate axes associated
with the platform INS (p), the Scorpion display (d), the sensor body
(b), the fiducial constellation (n) and the ground (i).

Fig. 5. Scatter plot of the world-frame gravity vectors after extrinsic
parameter optimization. Each circle is 5 mrad.

TABLE 1
Five Coordinate Systems

i-frame The i-frame is an inertial reference frame, which for
our purposes is a local-level North-East-Down
(NED) frame on the ground below the aircraft that
rotates sufficiently slowly to be considered an iner-
tial frame.

p-frame The aircraft “platform INS” frame. The “platform
INS” is the inertial navigation system that supplies
pose data to the mission computer and in turn to
the Scorpion display system.

n-frame The reference frame of the tracking system. For a
magnetic tracker the n-frame has its origin in and
axes nominally aligned with the source coil assem-
bly. For HObIT, the n-frame has its origin at one of
the fiducials and its axes are roughly aligned to the
aircraft axes during ground harmonization proce-
dures.

b-frame The body frame of the tracker sensor. In the case of
HObIT, the b-frame is defined by the NavChip
inside the sensor assembly, which is mounted
upside-down, backwards and tilted relative to the
helmet.

d-frame Display frame defined by the lightguide optical
element (LOE) or “paddle” on the Scorpion display
pod.
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bold letters and matrices by uppercase bold. If a vector is
expressed in a particular coordinate system it is denoted
with a superscript designating one of the above five frames.
A rotation matrix has a subscript and a superscript and
transforms a vector from the subscript frame to the super-
script frame. A hat above a quantity refers to an estimated
value, a tilde above means a measured value, and the
unadorned symbol represents the true value.

2.4.1 Basic Orientation Tracking Filter

The Extended Kalman Filter (EKF) for the HObIT is greatly
simplified compared to the VisTracker. Because the Vis-
Tracker had a rolling-shutter image sensor, it had to process
each individual fiducial measurement separately at a differ-
ent point in time, using a highly nonlinear bearings-only
measurement model which was a function of position as
well as orientation [7]. Due to the global shutter imager and
the much faster processing element (ARM Cortex A8 at
1 GHz), the HObIT is able to simultaneously capture and
decode up to 20 fiducials at frame rate. For every frame, it
solves for pose using a modified version of the OpenCV
pose recovery algorithm, which results in a direct measure-
ment of the rotation that can be used to correct gyro drift.
Therefore, the head orientation can be tracked indepen-
dently from position using just gyros and camera pose
measurements and a very simple 6-state Complementary
Kalman Filter (CKF) to estimate the rotation errors and gyro
biases as shown in Fig. 8.

The head-tracker gyros measure ~vb
ib, the angular rates of

the sensor (b-frame) relative to the ground (i-frame). Rather
than use the more complicated differential inertial algorithm
described in [9], we elected to simply integrate the angular
rates to estimate head orientation with reference to the

ground, Ĉ
i

b, and use the complementary filter to directly cor-
rect the errors of this ground-referenced orientation aswell as
the gyro biases. As a final step, we pre-multiply the result by
the inverse of the aircraft attitude supplied from the platform
INS in order to provide the head-tracker orientation w.r.t. the
aircraft platform axes (which is required by legacy mission
computers thatwere designed for non-inertial trackers).

Because the optical subsystem measures the pose of the
sensor b-frame with respect to the fiducial constellation n-
frame, ~C~C

nn

bb , we need to feed the CKF a pseudo-measurement
relative to the ground formed as follows:

~C~C
i

b ¼ CCi
pCC

p
n
~C~C
n

b : (1)

Here Ci
p is the attitude of the vehicle returned from the

platform INS, ~C
n

b is the measurement of the HObIT sensor
pose relative to the fiducial constellation frame, and Cp

n is

the alignment rotation relating the constellation reference
frame to the platform INS frame, which was determined
during the harmonization process described above.

The CKF is simply a linear Kalman Filter that estimates
the small errors that accumulate in the attitude update
algorithm, together with the gyro biases that are partly
responsible for creating those errors. The state vector is

ddx ¼ ’’TT ddvTT
� �T

where ddv are the gyro bias errors, and the

small-angle rotation error vector ’’ is defined by

Ĉ̂C
ii

bb ¼ ðII � ’’�½ �ÞCCii
bb: (2)

The notation ’’�½ � represents the skew-symmetric matrix
or cross product operator:

’’�½ � ¼ S ’’ð Þ ¼
0 �’z ’y
’z 0 �’x
�’y ’x 0

24 35: (3)

From [16], the time update equation for the CKF is

’’

ddv

� �
kþ1

¼ II �DtCCii
bb

0 II

� �
’’

ddv

� �
k

þwwk: (4)

To simplify the derivation of the measurement update
equation, we define the measurement for the CKF not as the
quantity ~C

i

b calculated in (1), but as a residual calculated
from it as follows:

zz , S�1ð ~C~Ci

bĈ̂C
ii

bb

T

� IIÞ: (5)

We have introduced an inverse skew-symmetric matrix
operator that extracts the corresponding vector elements
from a skew-symmetric matrix. We know that the input
matrix will be very close to skew symmetric because the
measurement ~C~C

i

b is derived from a very accurate optical pose
recovery combined with a very accurate (sub-milliradian)
aircraft attitude from an INS, and a harmonization matrix
that was hopefully determined accurately in advance. Ignor-
ing the small measurement error, we can expand (5) to get

zz , S�1 ~C~C
i

bĈ̂C
ii

bb

T

� II

� �
� S�1 CCi

bCC
b
i II þ ’’�½ �ð Þ � II

� 	
¼ S�1 ’’�½ �ð Þ
¼ ’;’;

which simplifies the CKF measurement update equation to

zzk ¼ HH ddxxk þ vvk

HH ¼ II 0½ �: (6)

The wwk in (4) and vvk in (6) represent white process noise
and measurement noise vectors, respectively.

2.4.2 Filter Augmentation for Auto-Harmonization

We initially implemented the CKF as described in the pre-
ceding section and were able to obtain reasonably good
results, butwe found in the first set of flight tests that the over-
all system error budget was dominated by errors in the
harmonization alignment matrix Cp

n which had been deter-
mined during installation using the techniques described in

Fig. 8. Algorithm for tracking relative to i-frame, then converting output to
p-frame for legacy tracker compatibility.
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Section 2.3. We worked hard to improve our manual harmo-
nization accuracy with various techniques and procedures,
but achieving high accuracy in ground harmonization
requires delicate and expensive precision surveying equip-
ment which would be logistically difficult to maintain at all
the necessary locations to service a fleet, and lengthy elaborate
manual operations requiring very patient and skilled techni-
cians. Worse yet, manual measurement-based harmonization
procedures can only facilitate aligning the fiducial constella-
tion with visible features on the airplane (such as a crosshair
in a HUD or a boresight reticle unit (BRU)). The accuracy of
the AR system however relies on the alignment of the fidu-
cials with the platform INS which is typically installed deep
in the avionics bay and cannot be directly measured. This
means our manual harmonization relies on the accuracy of
some previous harmonization that should have aligned the
INS with the HUD. Unfortunately in many cases the vehicle
had noHUDwithwhich to align our constellation.

With that motivation we set out to augment the Kalman
filter in the previous section with three additional states to
estimate the harmonization error angles cc, which are
defined analogously to the tracker error angles in (2):

Ĉ̂C
pp

nn ¼ ðII � cc�½ �ÞCCpp
nn: (7)

These states are constant, so the time propagation equa-
tion remains basically the same with the added states:

’’

dvdv

cc

24 35
kþ1

¼
II �DtCCii

bb 0
0 II 0
0 0 II

24 35 ’’

ddvv

cc

24 35
k

þwwk: (8)

To get the new measurement equation, substitute the
right hand side of (7) for CCp

n in (1), then substitute that into
(5) to get

zz , S�1 ~C
i

b Ĉ
ii

bb

T

� II

� �
¼ SS�1 CCii

pp Ĉ
pp

nn
~C
nn

bb Ĉ
ii

bb

TT

� II

� �
� S�1 CCi

pðII � ½bcc��ÞCCp
n
~C
n

bCC
b
i II þ ’’�½ �ð Þ � II


 �
¼ S�1 �CCi

p cc�½ �CCp
i þ ’’�½ �


 �
¼ �CCi

pccþ ’’:

(9)

The last line takes advantage of the fact that the similarity
transformation to the i-frame of the p-frame cross product
operator cc�½ � must be geometrically equivalent to an i-

frame cross product operator using ccii ¼ CCi
pcc. Once again

we end up with an elegantly simple CKF measurement
update equation that relates the measurement residual z to
both the tracker error ’’ and an effectively static measure-
ment bias cc:

zzk ¼ HH dxk þ vvk (10)
with

HH ¼ II 00 �CCi
p

h i
(11)

.
Because CCi

p varies with the vehicle attitude, the observ-
ability Gramian becomes full rank after the vehicle takes off

and begins to maneuver, so only then will both the head ori-
entation and harmonization error covariances converge to
small values.

2.4.3 Filter Augmentation for Compensating Delayed

INS Data

We implemented the auto-harmonization feature in the pre-
vious section and verified it in simulation and car tests.
Unfortunately the first time we went to flight test it in a heli-
copter, we encountered an unexpected problem. The flight
test data collection computer was capturing the platform
INS data at 25 Hz (which is an acceptable rate because the
HObIT tracking algorithms use head-mounted gyros to
directly track pilot head orientation relative to the ground
at 200 Hz without using any platform INS data in the pri-
mary AR data path). However the data was being delayed
by an unknown amount that the pilot estimated as upwards
of 200 ms. With that much delay, the measurement updates
in the Kalman filter would receive measurement errors sig-
nificantly larger than the tuned measurement noise matrix
resulting in suboptimal performance. Rather than retune
the filter to expect vastly more measurement noise, we
determined that given the slow dynamics of an aircraft it
would be possible to remove most of the error by forward
predicting the aircraft attitude if we only knew the amount
of latency we needed to compensate. We took the approach
of trying to automatically estimate and adapt to the data
latency by adding one additional state to the CKF to esti-
mate the error of the prediction interval currently in effect
for compensating the measurement data latency.

First, we added a block to perform forward prediction of
the platform INS attitude CCi

p by a rotation angle of vvp
ipDt

where platform angular velocity vv
p
ip is estimated from the

last two samples of platform attitude, and Dt is initialized to
50 ms with an uncertainty of 100 ms. Finally we replace CCpp

ii

in the measurement equation with

Ĉ̂C
pp

ii ¼
�
II � tt vv

p
ip �

h i�
CCpp

ii ; (12)

which results in our final 10-state measurement model

HH ¼ II 00 �CCi
p CCi

pvv
p
ip

h i
: (13)

Although we have not seen this simple approach to delay
estimation and compensation in the literature on Kalman
filtering with delayed measurements, it works very well as
shall be seen below.

3 SIMULATION ACCURACY ANALYSIS

3.1 Simulation

The main algorithmic engine for HObIT, called sfCore, was
developed using model-based design in Simulink. There-
fore, much effort was spent up front developing a high-
fidelity simulation harness so the algorithms could be
continuously tested with realistic data. Fig. 9 shows the
architecture of the simulation environment. The sfCore
algorithm is run as a software-in-the-loop (SIL) block of
compiled C code that was auto-generated from a Simulink
model and runs within the simulation model. A key aspect
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of the simulation is the use of splines to generate high
sample rate (five KSPS) truth data from the 100 SPS
recorded head motion and aircraft motion that was
obtained on previous test flights. The high sample rates are
needed in order to simulate in detail the internal oversam-
pling and integration algorithms of the NavChip IMU in
order to produce simulated inertial measurements with the
same drift characteristics as the actual HObIT. Careful veri-
fication was performed by generating simulated perfect
IMU measurements (Duu and DVV ) with no noise or error
sources, and showing that 6DOF strapdown INS integration
algorithms applied to these measurements reconstruct the
truth trajectory perfectly.

The simulation has been run frequently over two years
with many different motion datasets captured from differ-
ent phases of flight on different types of aircraft. At every
stage we use the simulation results to tune the sfCore algo-
rithms to achieve consistent performance. Consistency is
monitored in two ways: the monte carlo simulated errors
should be within the 1-sigma covariance bounds about
66 percent of the time, and the normalized estimation error
squared (NEES) exceeds its 1 percent chi-square value less
than 1 percent of the time.

For brevity we here show results from just one simulation
run, which consists of 5 minutes of data starting before taxi
and take-off on a fast jet. For this run the auto-harmonization
filter is turned on, with initial harmonization angle uncer-
tainties of 10 degrees in roll and five degrees each in pitch
and yaw. (This is enough to allow the installer to simply

line up the constellation with the aircraft axes by eye.)
Figs. 10 and 11 show plots of the errors and their one-
sigma covariance bounds for all ten states of the Kalman
filter. The first row of Fig. 10 shows all three components
of ’’, which are the errors in the head-tracker’s estimation

of CCii
bb. Since CCii

bb represents head-tracker orientation with
respect to the ground not the constellation, these errors
actually include the combined effects of tracker error
and harmonization error, as the measurements that are

correcting CCii
bb contain the harmonization error in them.

That is why they start off large until the plane takes off
and the auto-harmonization states (shown on the first
row of Fig. 11) converge. The plots of the y and z axis
errors are zoomed in to show that after a few maneuvers
lasting only a couple minutes from take-off, the harmoni-
zation errors and the tracking errors converge down
to well below 5 mrad. The second row of Fig. 11 shows
the convergence of the delay estimation state, which suc-
cessfully estimates the simulated random delay to within
two milliseconds.

The second row of Fig. 10 shows that the gyro bias esti-
mates converge very quickly (due to the extremely low
noise gyros in the NavChip) and hover around 0.005 deg/s
rms. This is sufficiently low to achieve the desired drift rate
when out of optical lock of less than 10 mrad/minute, as
confirmed by real experimental data in Fig. 12. Note that
drift performance while out of optical lock (meaning the
camera cannot see at least four fiducials) is actually quite
important because in some aircraft it is desirable to use as
few fiducials as possible, which results in the pilot fre-
quently moving the helmet to a position where the HObIT
can’t see enough fiducials. In helicopters they even want to
use the tracker while leaning out the window!

Fig. 10. Simulated angular and gyro bias errors and covariances for a
five minute take-off sequence.

Fig. 9. Outline of the simulation framework.
Fig. 11. Simulated harmonization angle and time delay errors and cova-
riances for a 5 minute take-off sequence.

Fig. 12. One minute random gyro drift trials while out of optical lock (real
data, not simulation).
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4 EXPERIMENTAL VERIFICATION IN A CAR

To verify that the actual performance of the system matches
that which is seen in simulation, we have developed a test
system that we deploy in a Toyota Prius. The part that is
installed in the car consists of a field of fiducials on the sun-
roof above the passenger seat (Fig. 13) and a Systron-Don-
ner SDN500 GPS-aided INS that we placed on the
dashboard to play the role of the platform INS (Fig. 14).

To capture the accompanying video footage, we
mounted a webcam behind the Scorpion display paddle as
shown in Fig. 15. Thus the video shows exactly what the
eye sees when wearing the display and provides a good
way to judge the registration capabilities of the system. We
suggest you watch it, as the registration is much more

impressive in dynamic motion due to the low latency and
accurate prediction capabilities of the inertial tracker. How-
ever Fig. 16 shows one still frame from the video to give a
sense of the content.

To draw the ground-fixed symbols such as the tower and
road augmentations, the Scorpion control unit combines the
car position and orientation measured by the platform INS
with the head-tracker data to determine the head pose in
geographic coordinates. Because the car position is deter-
mined by GPS, augmentations close to the car can some-
times appear to jump around by up to a meter, but objects
at a distance look pretty good all the time.

Fig. 14 illustrates how we “boresight” the system to
determine the rotation matrix between the HObIT sensor
and the Scorpion display paddle (which is mounted on a
hinge to allow the pilot to adjust for most comfortable posi-
tioning of the eyebox). A small collimated rifle sight is
mounted with and aligned to the INS to take the place of a
HUD. After adjusting the paddle mounting on the helmet,
the user adjusts the three boresight angle offsets to nudge
the green circle back to alignment with boresight mark and
level the virtual horizon with the real horizon (or alterna-
tively make a virtual vertical match a real one).

In addition to making a video to show off the spatio-
temporal registration of the system, our road test included
evaluation of the performance of the auto-harmonization
and auto-time-delay-compensation algorithms whose sim-
ulated results are shown in Fig. 11. We started the system
from scratch (wide open initial covariances) on three differ-
ent drives and checked the consistency of the final harmo-
nization angle and time delay estimates. The results are in
Table 2 above. As can be seen, there was excellent agree-
ment, well within the covariance bounds of the estimator
after a few minutes of driving. This does not prove the
results are accurate, but there seems to be no reason why
they would consistently converge to the same value if the
system was not working in close accord to the simulation.

Fig. 13. Fiducials installed on sun roof over passenger seat.

Fig. 14. GPS/INS installed on dash together with a small rifle scope for
boresighting.

Fig. 15. Webcam mounted behind Scorpion display paddle to record the
video.

Fig. 16. One frame from the video showing how we augment a radio
tower and place a “highway-in-the-sky” type of display on the road.

TABLE 2
Three Auto-Harmonization Trials Produce Consistent Results

psiX (deg) psiY (deg) psiZ (deg) Tau (ms)

Trial 1: 1.87 2.91 0.11 20.2
Trial 2: 1.89 2.89 0.48 21.2
Trial 3: 1.88 2.86 0.37 21.9
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5 REGISTRATION ERROR ANALYSIS

The simulation described in Section 3 provides the covari-
ance of the error states ’’, which are the errors in the head-

tracker’s estimation of CCii
bb, including combined effects of

tracker error and auto-harmonization error for a particular
run. Unfortunately it is not straightforward from this to
understand the AR registration errors that the pilot will see
when looking in any particular direction, which involves a
complicated interplay between the various error sources
making up the tracker error budget and the boresighting
process which serves to cancel out the repeatable parts of
the tracking error in the frontal direction. Furthermore,
pointing error is a two-dimensional error and should be
characterized with a distance-RMS (DRMS) metric of the
line-of-sight (LOS) vector which is computed from the
tracker orientation output and the boresight transformation.
The first goal of the analysis in this section is to determine
the DRMS pointing accuracy for various helmet azimuth
and elevation look directions. A covariance analysis is used
to provide a statistical characterization of the system accu-
racy including both time-varying tracking errors that occur
throughout the flight, as well as tracker-to-tracker, install-
to-install, and flight-to-flight variations that occur due to
one-time errors in calibration, harmonization, boresighting,
etc. This analysis is needed to determine the statistical
pointing accuracy of the system because it is not possible to
collect and analyze enough different flights with different
trackers and different installation parameters to determine
the accuracy empirically, even if there were a way to mea-
sure the aiming accuracy of the system during flight.

5.1 Symbol Generation Pipeline

Let vvii represent the line-of-sight unit vector from the aircraft
to a distant target with a symbol (augmentation) overlaid on
it, expressed in i-frame. This gets converted to p-frame

using vvp ¼ CCp
i vv

i, where CCp
i is the transpose of the rotation

matrix CCi
p that it receives from the aircraft INS.

The Scorpion system then converts the symbol vector
from p-frame to d-frame using:

vvdd¼¼Cdd
bbCC

bb
nnCC

nn
ppvv

pp: (14)

This vector is then projected onto the 2D display with a
perspective projection focal length chosen to scale the image
to match the FOV of the display. Even if the FOV scaling is
not quite perfect, this only affects registration in the periph-
ery of the display, and the rest of this analysis will only con-
sider registration accuracy at the center of the display,
which is not affected by the FOV parameter.

CCp
n is the harmonization rotation. For HObIT, the n-frame

is aligned at least roughly parallel to the p-frame during
installation/mapping procedures, so the CCp

n that gets esti-
mated by auto-harmonization should be within a few
degrees of the identity matrix. The harmonization error
angles vector c is defined by the small-angle rotation matrix
approximation in Equation (7).

CCn
b is the orientation output of the tracker sensor with

respect to its fiducial constellation, which varies dynami-
cally with head motion. The tracking error f, which may be
due to any combination of optical and inertial calibration

errors, noise, drift and wander, is defined by:

Ĉ̂C
n

b ¼ ðII � ff �½ �ÞCCn
b : (15)

Note that in this section we are using f for the error in
CCn

b , unlike Equation (2) where it was used for the error in

CCii
bb.

CCd
b is the boresight rotation matrix which defines the ori-

entation of the tracking sensor, b, relative to the display
paddle, d. The boresight error angles vector b is defined by

Ĉ̂C
d

b ¼ ðII � bb �½ �ÞCCd
b : (16)

Substituting these definitions into Equation (14) and
transposing them as necessary, the calculated position to
display a symbol on the target at vvp is:

v̂̂vd ¼ Ĉ̂C
d

b Ĉ̂C
b

nĈ̂C
n

p v̂̂v
p

¼ ðII � bb �½ �ÞCCd
bCC

b
nðII þ ff �½ �ÞCCn

p ðII þ C �½ �Þv̂̂vp:
(17)

The symbol position error (in 3D), discarding terms that
are second order in small error quantities, is:

~v~vd ¼ v̂̂vd � vvd

¼ II � bb�½ �ð ÞCCd
bCC

b
n IIþ ff �½ �ð ÞCCn

p II þ CC �½ �ð Þv̂̂vp � CCd
bCC

b
nCC

n
pvv

p

� � bb �½ �CCd
pvv

p þ CCd
n ff �½ �CCn

pvv
p þ CCd

p CC �½ �vvp þ CCd
pddv

pp

� � bb �½ �CCd
pvv

p þ CCd
nCC

n
p ff �½ �vvp þ CCd

p CC �½ �vvp þ CCd
pddv

pp

¼ �bb� vvd þ ffdd þCdd
� 	� vvd þ ddvdd;

(18)
where the third line introduces ddvpp � v̂̂vp � vvp, and the fourth
line takes advantage of the approximate commutativity of
small angle rotations assuming that CCn

p is close to identity

(which is always the case for HObIT installs). The fifth line
is just a change of basis from p-frame to d-frame for the sec-
ond and third terms.

5.2 Solving for b Through Pilot Boresight

The three error terms are not independent because the pilot
boresight procedure adjusts b to make the visible error
exactly zero at the location of the boresighting target, which
may be either the watermark in a Head-Up Display (HUD),
or the crosshair in a Boresight Reticle Unit. Let vvp1 be the
true location of the boresighting reference mark and v̂̂vp1 be
the nominal position determined by design or measure-
ment, which is used in the software to generate the bore-
sight symbol in the Scorpion. They are not always exactly
the same. The alignment accuracy at the center of a commer-
cial HUD is typically þ/-3 mrad, while refractive HUDs
with integrated combiners (i.e., F-16) are capable of achiev-
ing þ/–1.5 mrad [20]. However, BRUs are not aligned as
accurately as HUDs.

When the pilot does the boresight adjustments, s/he is
effectively driving ~v~vd to zero in Equation (18), which gives
us the constraint:

vvd �� �
bb ¼ vvd �� �

ffdd þCdd
� 	� ddvdd;
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which we shall write as :

vvd�� �
ggd ¼ ddvdd; (19)

where

ggdd � ffdd þCdd � bb:: (20)

We wish to solve this for ggdd from which we can get bb,

but the rank of vvd�� �
is only 2, so there is not a unique solu-

tion. This is obvious considering that by looking at just one
point the pilot cannot resolve roll, so to fully resolve the bore-
sight transformation the pilot also performs a roll adjustment
which requires displaying a line segment or at least one addi-
tional point displaced a bit from thewatermark.

Mathematically we can model the pilot’s boresight
adjustments as minimizing the error at two points, vv1 at the
center of the watermark (in a HUD) or the crosshair (in a
BRU), and vv2 displaced a small distance e to the right of vv1:
For example, this could be the end of the right extension of
the mark. To minimize the differences at two points, we
stack two constraints of the form of Equation (4), which
results in a linear equation having full rank that can be
solved by least squares:

½vvd11 ��
½vvd22 ��
� �

ggdd ¼ ddvdd

ddvdd

� �
; (21)

ggdd ¼ ½vvd11 ��
½vvd22 ��

" #T
½vvd11 ��
½vvd22 ��
� �0@ 1A�1

½vvd11 ��
½vvd22 ��
� �T

ddvdd

ddvdd

� �
; (22)

bb ¼ ffdd þCdd � ggdd

¼ CCd
p ffþC� ggð Þ: (23)

Note that gg without a superscript is in the p-frame and
can be thought of as the error rotation vector of the HUD or
BRU misalignment with respect to the p-frame.

5.3 Line-of-Sight Error

Now, given tracker and harmonization errors f and c, and
HUD/BRU alignment error gg, we can use (23) to find the
boresight errors bb that the pilot will dial in to cancel them,
and then we can plug all these errors into (18) to find the

display-frame target line-of-sight error ~v~vd:

~v~vd ¼ �bbþ ffdd þ ccdd
� 	� vvd: (24)

Note from the cross product that the error is orthogonal
to the line-of-sight vector vvdd ¼ 11 00 00½ �TT . Therefore, the
line-of-sight angular error in milliradians to the target is
simply

LOS error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~v~vd

2

y þ ~v~vd
2

z

q
� 1;000 mrad: (25)

5.4 Covariance Analysis of the Line-of-Sight Error

The above provides a means to calculate the boresight error
that will result from a particular combination of tracker
harmonization and BRU alignment errors. This is useful to
understand possible causes for a particular pattern of errors.

However, we still need a way to analyse the overall registra-
tion accuracy of the Scorpion system in a statistical sense.
This can be done through Monte Carlo simulation, or,
assuming the errors are small and Gaussian, through
covariance analysis.

In this section we develop a covariance analysis for the
errors of the line-of-sight vector defined as the x-direction
vector of the display-frame. Error in the y component
appears as azimuth error, while the z component looks like
negative elevation error.

The tracker error over time can be modelled as the sum
of a deterministic function of head pose plus a randomly
time-varying stationary stochastic process:

ff tð Þ ¼ ff uuð Þ þ ww’’ðtÞ: (26)

Here ff uuð Þ represents calibration residual tracking
errors which are repeatable at different times, but vary
as a function of the head euler angles u. ww’’ðtÞ represents
a random component of the rotation error vector that
wanders around mean zero with a stationary covariance

PP ’’ ¼
s2
’ 0 0

0 s2
’ 0

0 0 s2
’

264
375 and a correlation time of a few

tens of seconds so that samples taken minutes apart can
be considered independent.

The harmonization error is a random constant that gets
determined once during the auto-harmonization procedure
and then locked down. Because the p-frame and n-frame
are nearly coincident and the pilot is likely to have his head
on average pointing straight forward (uu ¼ 00) over the course
of the auto-harmonization process, the auto-harmonization
algorithm will on average attempt to cancel out the effect of
the systematic head-tracker calibration error in the head for-
ward position:

C ¼ �ff uu ¼ 00ð Þ þ wwc; (27)

where wwcc is a random constant representing the variabil-
ity in the outcome of auto-harmonization with covariance

PPcc ¼
s2
c 0 0

0 s2
c 0

0 0 s2
c

264
375.

For simplicity, let us consider the case where boresight-
ing is done to a watermark at zero azimuth and elevation,
so that at the time of boresighting, tbs, we again have uu ¼ 00.

In that case CCd
p ¼ II, so

bb ¼ CCd
p ff tbsð Þ þCC� ggð Þ

¼ ff tbsð Þ þC� gg

¼ ff uu ¼ 00ð Þ þ ww’’ tbsð Þ � ff uu ¼ 00ð Þ þ wwcc � gg

¼ ww’’ tbsð Þ þ wwcc � gg::

From (24), the line of sight error at any future time is

~v~vd ¼ qq�½ �
1
0
0

24 35; (28)
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where

qq ¼ �bbþ CCd
p ff tð Þ þCð Þ

¼ �ww’’ tbsð Þ � wwcc þ gg þ CCd
p ff uuð Þ þ ww’’ tð Þ � ff uu ¼ 00ð Þ þ wwcc

� 	
¼gg � ww’’ tbsð Þ þ CCd

pww’’ tð Þ þðCCd
p � IÞwwcc þ CCd

p ff uuð Þ�ff uu ¼ 00ð Þð Þ:
(29)

By taking advantage of the statistical independence of
each of these terms, we can compute the covariance of q as

PPqq ¼ E qqqqTT
� �

¼ E ggggTT
� �þ E ww’’ww

TT
’’

h i
þ CCd

pE ww’’ww
TT
’’

h i
CCp

d

þ CCd
p � I


 �
E wwccww

TT
cc

h i
CCp

d � I
� 	þ CCd

pE dfdfTT
� �

CCp
d

¼ PP gg þ PP ’’ þ CCd
pPP ’’CC

p
d þ CCd

pPPccccCC
p
d � PPccccCC

p
d � CCd

pPPcccc

þ PPcccc þ CCd
pPP dddd uð ÞCCp

d

¼ PP gg þ 2 � PP ’’ þ 2 � PPcccc � I � CCp
d þ CCd

p

2

 !
þ PP dddd uð Þ:

(30)

The last line is based on an assumption that each covari-
ance matrix is a scalar multiple of the identity matrix and so
can commute with the neighbouring rotation matrices. The
covariance PP dddd uuð Þ is associated with the residual calibration
error df ¼ ff uuð Þ � ff u ¼ 0u ¼ 0ð Þ which is zero at the boresight
direction and grows with increasing magnitude of the head
orientation euler angles vector u. The function may be a
complex function of u that depends on the details of how
the calibration errors vary with head pose and may not
grow monotonically, but for simplicity we shall crudely
approximate it as linearly dependent on the magnitude of
the head rotation away from boresight up to 90 degrees:

PP dd uð Þ � I � sd �min uk k;p
2


 �
 �2
: (31)

Now that we have the covariance PPqq, we can substitute
components of that matrix into the covariance matrix for
the line-of-sight error, which we obtain from (28) and (29)
as follows:

PPvv ¼ E ~v~vd~v~vd
T

h i
¼ E qq�½ �

1

0

0

264
375 1 0 0½ � qq�½ �T

264
375

¼ E qq�½ �
1 0 0

0 0 0

0 0 0

264
375 qq�½ �T

264
375

¼ E

0 0 0

0 q23 �q3q2

0 �q3q2 q22

264
375

¼
0 0 0

0 PPqq 3; 3ð Þ �PPqq 2; 3ð Þ
0 �PPqq 2; 3ð Þ PPqq 2; 2ð Þ

264
375:

(32)

The bottom right 2X2 submatrix of PP vv is the covariance
for the 2d (az,-el) pointing error in the direction of sight. We
can pull the elements of this matrix right out of PPqq, and we
have already derived an expression for that in (30).

A Matlab script is used to plot these 2D LOS error covari-
ance ellipses at a variety of azimuth/elevation look direc-
tions. The major and minor axes of the ellipse are
determined by finding the eigenvectors of this 2 � 2 subma-
trix, and the corresponding eigenvalues are the sigmas
along these two directions. The distance-RMS for a multi-
dimensional Gaussian error is defined in [2] as the RSS of
the sigmas:DRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
1 þ s2

2

p
.

The percentage of the probability enclosed within a circle
of radius DRMS varies from 63 percent for a circular distri-
bution (s1 ¼ s2) to 68 percent for a very elongated distribu-
tion (s1 > 10 � s2).

Fig. 17 above shows one run of the Matlab script. The
script requires four input parameters that are shown in
Table 3. These parameters are used to define the standard
deviations of the four contributing covariance matrices in
(30).

The values used to generate Fig. 17 are not necessarily
representative of the performance of the HObIT and Scor-
pion in existing aircraft installations, but are intended just
for illustrative purposes. A relatively large value of sd

shows how dramatically that causes the registration away

Fig. 17. Symbol registration errors at various azimuth and elevation look directions relative to the vehicle. In each direction, the covariance ellipse for
azimuth and elevation error relative to the look direction is shown (scaled up three fold) as well as the two-dimensional RMS error in milliradians.
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from the boresight direction to degrade. Conversely, 1
mRad for HUD alignment is probably a bit optimistic,
although increasing that slightly would not make much dif-
ference to the RSS if it is still one of the smaller terms. The
error ellipses in the figure are scaled up by a factor of 3 to
make them more visible, with their DRMS values printed
above each ellipse.

6 DISCUSSION

The work presented in this paper has resulted in a novel AR
system for use in moving vehicles. The system meets all its
performance targets and has been verified through thor-
ough simulations, car testing, and is now undergoing flight
test programs on several platforms. In the coming year the
software will be developed to meet the Federal Aviation
Administration’s DO-178C software standards for a quali-
fied airworthy system.

There are also potential AR applications in ground
vehicles, as perhaps suggested by the demo video filmed in
a car. One interesting such application occurs in climates
where the snow piles so high that ploughs cannot see the
tops of the roadside guidance poles. It seems inevitable that
AR guided plows will eventually be deployed. Another
very alluring possibility is AR guidance for operators of
earth-moving equipment and other heavy construction
machinery to help themmore efficiently and exactly achieve
the desired results planned in a CAD model. Obviously AR
headsets would also be valuable to provide situational
awareness to first responders while they drive to the scene,
and after they dismount from the vehicles at the scene.

The novel auto-harmonization algorithm presented
makes it possible to consider deploying the HObIT on these
types of vehicles, which are not equipped with a HUD
to facilitate traditional methods of harmonization. Of
course many of these vehicles do not currently have
installed GPS/INS systems, but with the recent develop-
ments in the MEMS field, the cost of sufficient performance
is falling very rapidly and it may already be practical to add
a MEMS GPS/INS unit as part of the vehicular AR package.

The covariance-based analysis of line-of-sight registra-
tion error in Section 5 provides a new approach to error

budgeting for AR systems that may involve user calibration
procedures that tend to cancel out errors in a particular
direction. It is a bit complicated by the extra coordinate
frames in the vehicular application, but we hope it will
inspire others to develop a simplified version for more gen-
eral AR systems on the ground.
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